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Course Description: 

 

The objective of this course is to familiarize students with econometric models and techniques that 

are widely used in modern empirical research. The course includes general linear regression models 

with nonspherical disturbances, a brief introduction to large sample theory and maximum likelihood 

estimation. The prerequisite is FIN 504 (Statistical Analysis for Finance) or equivalent. 
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Johnston, J. and J. DiNardo, Econometric Methods, 4th ed, McGraw-Hill, 1997 
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Grading:  

Homework  : 30% 

Exam(s)   : 70%  

 

Topics to be covered: 

1. Simple regression model: 

 Assumptions, Brief introduction of IV and GLS, Properties of OLS estimators, 

 Method of moment estimators, 2R , Hypothesis testing, ANOVA, Functional 

 forms, etc. 

2. K-variable linear model 

 Matrix representation, estimation of 2 , adjusted 2R  

 Dummy and interaction variables, differences-in-differences estimation 

 Testing linear hypothesis: Wald and F tests  

 Unrestricted and restricted regressions 

 Testing for structural changes 

3. Specification errors: exclusion of relevant variables and inclusion of irrelevant variables 

4. Multicollinearity 

5. Nonspherical disturbances 

 GLS and FGLS 

 Heteroscedasticity: White test for heteroscedasticity 

 Autocorrelation: Durbin-Watson test and Breusch-Godfrey LM test 

 White's HC and Newey-West HAC covariance estimators 

6. Heteroscedasticity in time series contexts: ARCH and GARCH models 

 


